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In this work, an active sound system to detect pedestrians, based on a 2 D array of MEMS microphones, is presented. It allows the detection and estimation of the position of people in environments with low visibility, solving the problems showed by the existing systems used in cars to pedestrian detection. These systems are typically based on cameras, which do not work properly in foggy or low visibility environments, and on RADARs, which detect people with low probability. This paper presents a system, working on a frequency band between 14 kHz and 21 kHz , which ensures that a vehicle travelling at up to $50 \mathrm{~km} / \mathrm{h}$ can stop and avoid a collision.

Keywords: Microphone array; pedestrian detection; MEMS, Autonomous Emergency Braking

## 1. Introduction

Every year, more than one million road traffic collisions and accidents are associated with road vehicles, resulting in more than 300,000 pedestrian fatalities per year [1]. With the rise of autonomous cars, used in urban areas where large numbers of pedestrians are found, these figures are set to increase considerably. In an attempt to reduce this fatal toll, much work is currently underway to reduce the number of these accidents involving pedestrians.

To this effect, studies have focused on pedestrian detection and tracking [2], as well as the design of routes that avoid areas with a potential risk of pedestrian collisions [3]. Other studies focus on the development of intelligent transport systems, alerting vehicles to the presence of pedestrians in their vicinity
[4-6]. In recent times, vehicles are also being equipped with ADAS (Advanced Driver Assistance Systems) to increase safety. Among these systems are AEB (Autonomous Emergency Braking) systems, and more specifically the so-called AEB-P (AEB for Pedestrians), which focus on reducing the number of pedestrian-related accidents, for example. These systems use single-angle cameras [7], analyze time-tocollision (TTC) [8], or map the position of detected pedestrians [9].

For the successful development of these studies, the use of appropriate pedestrian detection systems and algorithms is essential. Most of the systems used for pedestrian detection are based on RGB cameras and image processing algorithms, which are very effective under good visibility conditions, but perform poorly when visibility is reduced. Currently, there are several studies focused on solving this problem, either by improving pedestrian detection algorithms [10,11], or by using other sensors for pedestrian detection, information acquisition systems, such as a LIDAR [12,13], infrared sensors [14,15], or by fusing images obtained with RGB cameras with other detection systems, such as a LIDAR [16], thermal cameras [17], or a microphone array [18].

Taken this information into consideration, this paper presents a system for pedestrian detection, based on an active MEMS microphone array. The purpose of this system is to be integrated into a vehicle, together with other ADAS systems of the vehicle, to assist the AEB system in making a more reliable braking decision in a pedestrian detection in the vehicle's path. The advantage of this system over those currently in use is that acoustic signals perform well in environments with reduced visibility.

## 2. System description

The system presented in this article will be embedded in the front of a vehicle, in order to detect if there are pedestrians in its path, as shown in Figure 1a. As shown in Figure 1a, this system is based on the SONAR (SOund Navigation And Ranging) principle, in such a way that:

- It generates an acoustic signal.
- This acoustic signal is reflected on the possible pedestrian in the vehicle's path.
- The MEMS microphone array receives the reflected signal to be analysed and processed by the system.
- In case of detection, the system sends a warning to the vehicle's AEB system, so that it can act accordingly.


Figure 1: (a) System block diagram. (b) System's acquisition system.

### 2.1 Hardware setup

The acoustic signal acquisition of the system is mainly based on a Uniform Planar Array (UPA) of MEMS microphones. This array is rectangular and consists of $5 \times 30$ Knowles SPH0641LU4H-1 MEMS microphones [19], as shown in Figure 1b. These sensors are distributed in 6 modules, each one with 5x5 sensors uniformly spaced every 0.9 cm . This spacing allows a good resolution of the array response for the low working frequency defined ( 14 kHz ), while avoiding the presence of grating lobes for the high working frequencies ( 21 kHz ).

The National Instruments sbRIO 9629 platform [20] has been chosen as the base unit of the system. This family of devices is oriented towards sensors with non-standard acquisition procedures, allowing low-level programming of the acquisition routines. In turn, the embedded processor is capable of running the software detection algorithms, so that the module formed by the sbRIO connected to the MEMS array could operate standalone. Specifically, the sbRIO 9629 used in this system is an embedded single-board controller which incorporates a FPGA Artix-7 200T and a Quad-Core Intel Atom processor.

### 2.2 Software algorithms

As can be observed in Figure 1a, the algorithms implemented in the system can be divided into four blocks:

## - Signal Generation block:

It synthesizes a pulsed multi-tone signal to be sent through the DA converter to the signal amplifier, and then to the tweeter to transmit the output signal.

- Acquisition block:

Each MEMS microphone acquires the reflected signal at a 2 MHz sampling frequency. This block is implemented in the FPGA, reading simultaneously the 150 received signals via the FPGA digital inputs.

- Signal Processing block:

Three routines are implemented in it:

- A discrete set of beams are generated, covering the azimuth surveillance space for a fixed elevation angle using a Delay \& Sum wideband beamformer [21]. The resolution of the system is focused on the horizontal/azimuth coordinate as it is assumed that the pedestrian will be standing on the road at the vertical height of the vehicle.
- Using downsampling techniques (decimation and filtering), the sampling frequency of each defined beam signal is reduced from 2 MHz to 50 kHz .
- A filter matched to the transmitted signal is then applied to the decimated signal to maximize the SNR at the input of the following block.
- Detection block:

It implements three processes:

- The relative maxima for each beam are identified and a list of potential targets is generated.
- All targets that are outside the detection lane are eliminated, maintaining those whose distance is within the surveillance range of the system.
- The selected targets are processed by a CFAR (Constant False Alarm Rate) detector [22]. The CFAR detector compares the energy of the potential target with a dynamic threshold that is proportional to the average of the energy received in a set of $2 n_{r}$ cells, called reference cells, close to the evaluated one, where a number of $2 \mathrm{n}_{\mathrm{g}}$ cells contiguous to the evaluated one, called guard cells, have been excluded, as can be observed in Figure 2. The CFAR threshold is obtained by varying the CFAR gain according to the equation:

$$
\begin{equation*}
t h r_{n}=k \cdot \frac{1}{2 n_{r}}\left\{\sum_{m=n-\left(n_{r}+n_{g}\right)}^{n-n_{g}} x_{m}+\sum_{m=n+n_{g}}^{n+\left(n_{r}+n_{g}\right)} x_{m}\right\} \tag{1}
\end{equation*}
$$

where k is the parameter that allows weighting the relationship between the Detection Probability (Pd) and the False Alarm Probability (Pfa). The values of $n_{r}$ and $n_{g}$ are calculated empirically as a function of the transmitted pulse width.
In case of detection, the system sends a warning to the vehicle's AEB system, so that it can act accordingly.


Figure 2: CFAR detector.

## 3. System performance and analysis

### 3.1 Scenario description and test setup

A stationary compact vehicle, placed on a 6 m wide road, with street lamps and trees along its edges, has been assumed for the analysis of the system performance, as it is shown in Figure 3a. Considering that the typical vehicle speed limits in urban environments are between $30 \mathrm{~km} / \mathrm{h}$ and $50 \mathrm{~km} / \mathrm{h}$, and the maximum deceleration employed by its ABS braking system is of $0.8 \mathrm{~g} \mathrm{~m} / \mathrm{s}^{2}$, the minimum braking distance to be considered speeds would be 4.4 and 12.3 m , respectively to these vehicle speeds. Taking into account these distances, 4 detection distances between the person and the acquisition system have been defined to analyse the performance of the system: 5, 10, 15 and 20 m .


Figure 3: (a) Test scenario. (b) Acoustic image with detected targets for a 10 m test distance.

For a $30 \mathrm{~km} / \mathrm{h}$ speed, if a pedestrian is detected at the defined test distances, the AEB system would be able to stop the vehicle, avoiding the collision with the pedestrian. However, for a $50 \mathrm{~km} / \mathrm{h}$ speed, only test distances higher than 15 m would avoid the collision. In these situations, it has been confirmed, with CarSim simulation software [23], that the collision with the pedestrian would be slow enough so that the impact would not cause serious injuries.

For the tests, a signal consisting of a 3 ms multitoned pulsed signal composed of 81 kHz -spaced tones between 14 kHz and 21 kHz , were generated with a tweeter loudspeaker. More than only one frequency has been used to improve the Detection Probability, since reflectivity on different clothes and physical characteristics of pedestrians varies with frequency [24]. The pulse width of 3 ms was chosen as a compromise between the range resolution, which is inversely proportional to the pulse width, and the transmitted energy. The SNR values that have been obtained during the tests have varied between 26 dB , for the 5 m distance, and 15 dB , for the 20 m one.

As, an example, Figure 3b show the acoustic image in azimuth/range space obtained on a test with a person located at 10 m , and for a working frequency of 20 kHz . In the acoustic image, red crosses represent the detected targets, i.e. the person (P), and other objects in front of it, such as lampposts (Lx), trees (Tx) or a bin (B) on the roadside.

In Figure 3b, it is also represented the lane boundaries by a dashed green line. It can be observed that most of the detected targets would not be considered by the system as they are outside the road lane. So, after applying the lane filter, only the pedestrian remains as a detected target.

### 3.2 Performance analysis

As the designed array has a $4^{\circ}$ beamwidth ( $\Delta \theta$ ), at 3 dB for $20 \mathrm{kHz}, 11$ equispaced beam positions has been determined to cover a $\pm 20^{\circ}$ azimuth area, according to the equation:

$$
\begin{equation*}
N_{\text {beams }}=\text { floor }\left\{2 \cdot \operatorname{atan} 2\left(\frac{d / 2}{R}\right) / \Delta \theta\right\} \tag{2}
\end{equation*}
$$

where a minimum range distance ( R ) of 5 m , and a road width (d) of 6 m have been considered.
The values of the guard and reference window cells of the CFAR detector, $\mathrm{n}_{\mathrm{g}}$ and $\mathrm{n}_{\mathrm{r}}$ respectively, has been obtained considering the pulse width used: 3 ms , which corresponds to a value in range of 100 cm . The suitable values found to these cells, were: a guard cell value of 200 cm and a reference cell value of 300 cm . Once these values were selected, an analysis of the CFAR detector were carried out as a function of the associated threshold gain k . This value was varied between 3 and 10 , with increments of 0.01 . With these operating parameters, 1000 experiments were carried out for each of the 4 defined test scenarios, with the pedestrian placed on the centre of the lane.

For each test, Figure 4 shows the Pd (Figure 4a) and the Pfa (Figure 4b) as a function of the k value, that controls the weight of the system noise power on the threshold of the CFAR detector. Furthermore, k parameter is a function of the Pfa defined for the system. Figure 4 shows that for any case both the Pd and the Pfa are monotonically decreasing functions with k . As a first approximation it is logical to think that the Pd decrease with the distance, since the SNR decreases.

Analysing the behaviour of the Pd (Figure 4a), it can be observed that, as expected, best behaviour is obtained for the 5 m distance. The behaviours of 15 and 20 m distances are very similar, and worse that the behaviour of the 5 m distance. But unexpectedly, 10 m distance has the worst behaviour. This behaviour could be due to the existence of reflections from the targets located at the road boundaries, which interfere with the reflections from the pedestrian itself. This misbehaviour is not a problem for the system, as it is not observed on the detector.


Figure 4: (a) Detection Probability. (b) False Alarm Probability.
Pfa behaviour (Figure 4b) is similar to the previous one. It also reflects the influence of reflections from targets outside the lane. In this case, the behaviour can also be influenced by the noise present in the scenario (passing vehicles, acoustic signals from traffic lights to assist the blind, pedestrians passing by, etc.). This joint behaviour of Pd and Pfa is shown, in Figure 5, in the ROC curves for the different scenarios.


Figure 5: ROC curves for the tests scenarios.
Last step on the system configuration is the definition of the optimal detection threshold (via k), obtained from a pre-set Pfa value, according to the Neyman-Pearson Observer theorem of the RADAR theory [22]. Particularly, in this study, this Pfa value has been set to $2 \cdot 10^{-2}$, as this is a typical value used for in-vehicle detection systems.

Analysing Pfa values for each scenario (Figure 4b), it is observed that to ensure the Pfa limit value in all the scenarios, the value of $k$ should be 4.93 . For this threshold, analysing Pd values (Figure $4 a$ ), it is observed that for all the scenarios Pd values are above 0.940 . These Pd values are adequate in scenarios where a person's life is at risk.

## 4. Conclusions

This work presents an acoustic system that estimates the position of a person up to a distance of 20 m , using a 2D array of MEMS microphones. The system is based on beamforming, range and lane filtering and finally a powerful CFAR detection algorithm.

This system will cooperate in a vehicle with an AEB system, in order to prevent the car from colliding with a pedestrian in urban environments (up to speeds of $50 \mathrm{~km} / \mathrm{h}$ ). For higher speeds, the AEB system, won't avoid the collision but it will mitigate the impact, avoiding fatal injuries.

The analysis of the system performance for a set of tests with a person placed at different distances has shown its feasibility. The obtained operating parameters after its analysis performance with 4000 experiments are: False Alarm Probability lower than 0.02 and Detection Probability higher than 0.94 .

This system could be fused with existing camera, LIDAR and RADAR based pedestrian detection systems, in order to decrease the False Alarm Probability and increase the joint Detection Probability of the whole system. By estimating the pedestrian 2D position, the system could also warn the vehicle's steering system to avoid the pedestrian.
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